
An Investigation on The Position Encoding in Vision-Based 
Dynamics Prediction

1. Motivation
The paper aims to provide a comprehensive investigation into how position information is encoded and 
utilized in vision-based dynamics prediction models. This investigation is motivated by 
• Previous success in vision-based dynamics prediction models was challenged by environment 

misalignments, suggesting a need for better understanding of how these models work.
• While prior work showed that object abstracts (like bounding boxes) could mitigate visual domain 

misalignment, the insight into using bounding boxes as object abstracts was under-explored.
• Empirical results in literature showed that object bounding boxes alone could provide sufficient 

position information for dynamics prediction through Region of Interest (RoI) Pooling. However, how 
this position information is implicitly encoded was overlooked.
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3. Experiment Results

2. Investigation Details
RPCIN forward propagation [P1]. 𝑏𝑏𝑖𝑖𝑡𝑡  is the 
ball state feature extracted from feature 
map by RoI Pooling. 𝑓𝑓 are various networks 
to analyze object dynamics.

Table 1. Quantitative comparison of different padding modes with 
bias weights within CNN kernels trained on different types of input.

Table 2. Quantitative comparison of different padding modes without 
bias weights within CNN kernels trained on different types of input. 

Figure 1. Quantitative comparison between different padding modes and padding size
with bias weight trained on Fixed-Random Inputs. 

Table 4. Quantitative comparison of various inputs on SimB-Border and 
SimB-Split datasets. Results reported in [19]([P2]) was used as 

the Visual Inputs Performance..

Table 3. Quantitative comparison of different padding modes with
 Fix-Random Inputs on SimB-Border and SimB-Split datasets.

3.2 When utilizing the environment information is necessary, the naïve differences on the feature map are 
insufficient for reaching the optimal solution .

3.1 The differences on the feat map, introduced by proper padding setting, can be utilized by models to infer 
position information.
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