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Preliminaries: SAE Method: Causal Feature Explanation (CaFE) Qualitative Results
Image Model Sparse Autoencoder Input Image . .
([ omas | ) /[ mEmEm U p— - ERF maps of non-local features uncover hidden context dependencies.
| ! / o Even when the feature 1s spatially displaced from the region that encodes its meaning, its 1IERF still correctly
e ' - Feature 'Despair’ is highly Hoce pinpoints the area that triggered the activation.
| T'a"sm'"‘l‘?/ _\ [-.DDDD _ D‘j] Sp‘:"Ft"Z"’fﬁ‘:ts i e iAoy We f:ollected top 3 nqnlocal—fea.ture-activating samples and compared them with naive feature activatiog maps.
| - While feature activation map failed to locate the cause of feature, our CaFE approach can reveal the region that
l | e 8 caused feature to activate.
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e Purpose: Extract a set of interpretable features from hidden representations (e.g., ViT patch quj This highlighted region causally make target feature activation |-22/feature 14 'Three " If29/feature 69 'Knight Armor | I-5/feature 78 'Green image class token
embedding h € R" ) within an image model. < We call this region as Effective Receptive Field
e Encoder: Transtorms h into a higher-dimensional sparse latent vector z = ReLU(W.(h — bq)). v < |
e Decoder: Reconstructs the original represgntation h=Wyz — b. "
e [ oss Function: Minimizes [ — ”h —hll + |z,
: Attribution backprop
Feature-activated tokens The 'Spilled Pills’ region made feature '‘Despair’
Motivation
Given an input image I and SAE latent 2 € R", we compute attribution to 2% (e.g. AttnLRP, Integrated Gradients, ...) through the model + SAE, yielding an ™~
Sparse autoencoders (SAEs) yield interpretable latents, and interpreting attribution heatmap A(p|zy, I)over input patches p. We define this attribution heatmap as instance-specific Effective Receptive Field (iERF). CLIPVIT-L-14
these features is done by taking the most-activated patch as “what the We then take IERT as the cause of feature. I | I R P S S S O O
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However, we found non-localized SAE features - the features which we can 1dentify the

meaning of the SAE features by the image samples, but their activated region 1s not related A j

to the causation.
- | Quantitative Evidence Manual analysis
Localized SAE features ™00 ™" PRT-GHIZEN SRR TeRleR : : CaFE can interpret class token feature too!
| | T —— | | | | CaFE can find faithful causal evidence . ) . y
'2 O HuTn race | CUBMIBL 422100 Bovnbace Iy LLIEIRTEL HS L 22 683"' - el b 22 10303 Yawning animar Nonlocal features are more As these class token feature onl.y activate qt class toke.n, the mo.st—a.ctlvated patches approach” cannot locate the
dl ‘: e To quantitatively validate that our CaFE accurately 1dentifies the true causal regions, we perform insertion/deletion frequent in higher layers. cause of the feature thus has difficulty to mnterpret with top-activating samples. L .
| fests. ‘I‘{owever, CaFE ipproach can successfully locate the cause of the class token features, enabling interpretation of

As naive feature-activated patch visualization and our CaFE ranks patches with their importance, we measure how summary token
that ‘ranking’ 1s accurate to reconstruct the feature at interest. We manually reviewed the first 100 -5 /feature 113 -9/feature 277 -92/feature 3307
In 1nsertion test, we start with a blank image and gradually insert patches from the original image 1n order of their random SAE features and counted how ‘class token feature: white-brown fur’ ‘class token feature: glowing beige ‘class token feature: low resolution’
importance ranking, measuring how quickly the feature activation is recovered. For deletion test, we delete gradually many nonlocal features were across : ~y | E ) . 'Y "2 ' oy e L J .
from the original image. however, we omitted the result; as removing the patches at selected location immediately layers. gy ‘:"' -

For example, as the roaring mouth region would have made latent, but the activated feature zero out the feature, that all method have same deletion score. e Higher layer has more non-local

region is not related to the mouth region. features.
The result show that CaFE outperforms the naive activation map in reconstructing feature activation. Among CaFE e [ower layer only had non-local

Thus, “most-activated patches” do not truly make SAE feature. method, AttnLRP 1ERF is the most faithful compared with out methods. EZ:E;: in class-token related

This 1s also obvious - “most-activated patches approach” presumably assumes that the token CLIP-ViT-L-14/Layer 9 CLIP-ViT-L-14/Layer 16 CLIP-ViT-L-14/Layer 22 |

which SAE feature activated is only correlated with one image patch. ) - 7 | = e a0 g -

So we ask a stricter question: which input patches cause the feature 2k to arise? Pos o8- 08122 paseline (AUGZ0.422) b
c‘go.ﬁ- . . . —— Grad (AUC=0.513) g 1(9):

e We propose Causal Feature Explanation (CaFE), a causal attribution view of SAE features g g - 2 . 3

using instance-specific effective receptive fields(1ERF) g e RerndliD THRCE 15 | 77~ Tomwsii (C=0336) R E ‘-
e We define 1IERF maps targeted at a latent 2% and select cause patches from them 3 02 —=nmceony B ~— 1 Wioen a0l :431) D& E - .
e We evaluate causal faithfulness via insertion tests and report quantitative and qualitative 001 ! | | — Ord (UC=0737)  Joo_- | | — Grad (AUC=0613)  Jooq - | | | | | 22120 17 13 9 5
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