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Concept-Based Explanations in Computer Vision:  
Where Are We and Where Could We Go?

Motivation 
Concept-based XAI (C-XAI) explains how a vision model represents 
input in its intermediate layers using semantically meaningful concepts. 
Concepts act as a common alphabet between users and model.

Contributions 
• Reviewing the state of the art in C-XAI.

• Discuss the state of the art and open challenges in


1. extracting new concept types;

2. beyond classical vector-based concept representations; and

3. controlling concepts


• Discuss a potential role of ontological commitment in C-XAI.

1. Extracting New Concept Types 
Background 
• Existing concept types are limited and the coverage can be 

extended.

• image-level scene attributes (e.g., sunny).

• image qualities (e.g., contrast).

• attributes of image regions such as object (e.g., person) and 

object part classes (e.g., beak).

• object attributes such as material, texture, and color.


Challenges: How to extract … 
A. temporal and multimodal concepts (e.g., from videos)?

B. concepts in a self-supervised way (e.g., from videos)?

C. concepts from new architectures (e.g., ViTs)?

2. Improving Concept Representations 
Background 
• Existing concept representations: single neurons, vector-based 

representations, subspaces, latent space regions, or hierarchies of 
point estimates.


• Commonsense knowledge about concepts is essential for 
semantics.

‣ E.g.: Since IsPartOf(head, person), the presence of a head implies 

the presence of a person. 
• Ontological commitment refers to the catalog of defined concepts 

and relations (e.g., IsSimilarTo(cat, dog), IsSubclassOf(cat, animal), 
IsPartOf(head, person)).


• Manually crafted, large ontologies aim to capture the ontological 
commitment of human common sense (e.g., WordNet).


• To connect these sources of information to C-XAI one has to ground 
ontology concepts in network activation.


          

Challenges: How to … 
A. generalize concept representation (e.g., to regions/distributions)?

B. identify the ontological commitments in trained models?
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(a) Complex distribution of image-
local concept representations in
EfficientNet-B0’s [117] last layer
Ellipses & shades indicate fitted
Gaussians. Details: Appendix A.2.
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(b) Comparing class hierarchies defining the subsumption
relation, as presented in [120, Fig. 4]. Left: extracted from
lexical database WordNet [4], zoology-motivated; right:
extracted from ResNet10’s last layer [48] by hierarchical
clustering of concept embedding vectors [81, 120], motivated
by visual similarity of typical backgrounds.

Fig. 3: Illustration of the ontological commitment (Fig. 3b, right), and complex concept
distribution (Fig. 3a, left) in actual vision model’s latent spaces.

one or several [96] layers. They require optimization but provide more accurate
concept embeddings [35,56]. So far, only a few exceptions generalize this from
global point estimates to (nonlinear) subspaces [30], latent space regions [20],
or hierarchies of (local or global) point estimates [77, 81, 120]. In the following
subsection, we will argue the immediate shortcomings of the currently prevalent
vector-based representations.

4.2 Ontological Commitment of Concept Representations.

The available background commonsense knowledge regarding concept definitions
(e.g., HasPart(head,person)) is essential for pinning down semantics. Manually
crafted, large ontologies often aim to capture the ontological commitment of
human common sense. Notable examples are WordNet [4], Cyc [62], SUMO [84],
or ConceptNet [115]. To connect these sources of information to C-XAI one has
to ground ontology concepts in network activation. As a first step, individual
concepts are grounded in network activation, but it is desirable to extend this
approach to capture more expressive ontological languages, e.g., [88]. With respect
to grounding individual concepts, recall that, e.g., in TCAV [56] and Net2Vec [35]
the cosine similarity was used as a measurement for semantic similarity of latent
concept representations, and vector addition as semantic combination of concepts
(a kind of logical AND). This can now be considered as relations in the ontological
language of their chosen vector-based concept representation. Probing what
concept representation is a combination of others (e.g., wood + green ⇡ tree [35])
or is similar to others (e.g., brown hair ⇠ black hair [56]) extracts the constraints
and hence the ontological commitment of what the model has learned. This
commitment, however, does not necessarily coincide with human intuition but
can encode unwanted biases like apron ⇠ female. Therefore, the important goal

WordNet
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to ground ontology concepts in network activation. As a first step, individual
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3. Controlling Concepts 
Background 
• Given concepts , we can regard the corresponding concept 

vectors as a concept basis. 

• The th coordinate of an activation  with respect to that concept 

basis captures the strength of the presence of concept  in . 

• Intervention on concept : increasing/decreasing the th coordinate 

leads to increasing/decreasing the presence of the concept in .

Challenges: How to … 
A. apply logical constraints to the activations with varying expressivity 

of the logical constraints?

B. guide the model training and globally modify intermediate 

representations?

C. avoid catastrophic forgetting (i.e., retaining previously learned 

knowledge) in new tasks in a lifelong learning scenario?

D. identify side effects for a specific concept control mechanism and 

how to avoid them?
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Fig. 2: Illustration of Net2Vec [35] for associating a concept with a linear separator
with weight vector wc in (activation pixel) latent space (left), and illustration of typical
concept representation variants (center: direction-based, right: cluster-based).

class [54]); and constraints on the involved latent representations like being non-
negative [132], unit vectors [12] or even a complete orthogonal basis [18, 57,128].

Following an initial [56] and still prevalent [41,42,93,127] application of C-XAI,
some authors also demand as part of the concept representation an importance
score [96]. This score tells how much the concept participates in the model’s
decision process [95,96], which is similar to feature importance [10].

Supervised Concept Analysis. Supervised concept embedding analysis meth-
ods associate predefined concepts with the units of the neural model. First
approaches matched concept segmentations to the most similarly activated con-
volutional neural network (CNN) filters [12]. Fong et al. in Net2Vec [35] and Kim
et al. in TCAV [56] soon after trained linear models, for concept segmentation
and concept classification respectively, to separate concept from non-concept4
activations, with their weight vector serving as concept embedding vector. This
is up to now the basis for essentially all post-hoc supervised techniques: Their
linear models were extended to linear regression [42,43], kernel-based methods
producing region-based concepts [20], and from global to image-local explanations
by training on concept data subsets [81,130].

By contrast, ante-hoc (or explainable-by-design) approaches typically use the
simple representation again and associate single units in a layer with concepts.
They were first introduced as concept bottleneck models (CBMs) [57,69]. This was
later improved by denoising techniques to model concept interdependencies [11,47],
semisupervised training strategies for label efficiency [14, 85], concept hierarchies
[77], binary [47] and multidimensional [29] concept representations; and combined
with unsupervised methods [108] to overcome the well-known challenge of choosing
a complete set of concepts, that is, one sufficient for the task [18, 108, 127].
Furthermore, CBMs are criticized for concept-leakage [49, 55, 73, 75, 76]: The
vector produced by all concept neurons may learn to encode not only information
about the given concepts but also “leak” other information to achieve higher
accuracy.
4 also called background activation

Net2Vec
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The Big Picture


