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Gram-Schmidt Feature Reduction Class Activation 
Mapping (GFR-CAM)

Input: Data taken i.i.d. from unknown 𝑋, threshold 𝜖 > 0

Initialize: Σ1 = 𝔼[𝑋𝑋𝑇]

For 𝒋 ← 𝟏 to 𝒅:

If 𝜈𝑗
𝑇Σ𝑗𝜈𝑗 < 𝜖2

Set 𝑍𝑗 = 𝑋𝑇𝜈𝑗

break

Return 𝝂𝟏, … , 𝝂𝒎

Σ𝑗+1, ෠ℱ𝑗 = 𝐺𝑆( ෠ℱ𝑗−1, ℱ𝑗\ℱ𝑗−1, 𝑍[𝑗])

Let 𝜈𝑗  be the largest unit-norm eigenvector of Σ𝑗

Gram-Schmidt Orthogonalization over Function Spaces
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Qualitative Evaluation of Visual ExplanationsClass Activation Maps (CAMs) are widely used for visual 
explanations, but existing methods produce single, 
consolidated heatmaps that create explanatory tunnel vision, 
failing to capture the multi-faceted reasoning behind model 
predictions in complex scenes. To address this limitation, we 
propose Gram-Schmidt Feature Reduction Class Activation 
Map (GFR-CAM), a novel gradient-free framework that 
introduces hierarchical feature decomposition to provide a 
more comprehensive and interpretable understanding of 
model behavior. GFR-CAM employs Gram-Schmidt 
orthogonalization to systematically extract a sequence of 
orthogonal, information-rich components from convolutional 
or transformer feature maps.
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Quantitative comparison of CAM methods on ResNet-50

Quantitative comparison of CAM methods on Swin 
Transformer

Beyond the First Component: The Explanatory Power of 
GFR-CAM
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