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Inference

Selected Examples

Reverse Contrast AAenBon
RCA: Two linked interpreta3ons from one transformer
Path A (visualiza.on):  apply 𝜑 to a5en.on A (reverse-contrast à Ã) and feed back to outputs.
Path B (mechanis.c a5ribu.on): keep A fixed; floor hidden states Z at 𝜗 to explain similar output change
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Interpre'ng Open-Vocabulary Referring Object 
Detec'on with Reverse Contrast A?en'on
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👀Parser✅

❌

Give the normalized bounding 
box coordinates in the format 
[x1, y1, x2, y2] of all instances 
of {cls} in the image.

{ 
  [0.1,0.2,0.3,0.4],
  [0.3,0.1,0.8,0.5],
  …
  …
  [0.4,0.4,0.8,0.7]
}
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FitAP, average precision

Results

⇧     Biggest Gain
MiniCPM-o-2.6
+139%

⭐   Strongest Gain
Qwen2.5-VL-7B
+26.6% (37 ⇾ 47)

⇩    Biggest Drop
RistreBo-3B
–13%

🏆    Top Performer
Moondream2
47.08 post-RCA

🥈    2nd Performer
Qwen2.5-VL-7B
46.85 post-RCA

11 of 15 selected VLM gained post-RCA

Fusion Timing Applications

RCA

other factors: training data, prompt, 
specific implementa3on choices

VLM SelecBon

Checkpoints available via:

Best models via:

Explainability

EvaluaBon


