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Introduction

Qualitative Results (BraTS2020 Training Set)

Magenta Contour – Ground-truth lesion annotations
Heatmaps – Explainability maps derived from the model

ViT Baseline: Predictions based on irrelevant features

LGM-ViT: Predictions based on pertinent features

Both models accurately predicted all six examples as positive during training.

Quantitative Results

Performance metrics for LGM-ViT as a function of the percentage of training scans 
used for localization supervision during training:

Overview of LGM-ViT Training Framework

Attribution Map

EAFEM

Attention-based Map

Embedding-based Map

Methods

➢ Challenging medical imaging datasets:
       Localization supervision works!

➢ Localization supervision on a small subset of the 
data can be enough!

➢ Our approach is not limited to binary classification, 
and not confined to the medical domain.

Conclusions

Dataset Method F1 Score Accuracy AUROC AP
Cohen’s 
Kappa

BraTS2020
(lesion)

Baseline 89.5 91.2 96.7 96.5 81.9

GradMask[6] 89.8 91.4 96.7 96.6 82.4

RobustViT[3] 89.8 91.3 96.9 96.8 82.2

RES-G[5] 90.3 91.8 96.9 96.8 83.1

RES-L[5] 89.6 91.1 96.6 96.6 81.8

LGM-ViT(Ours) 91.4 92.8 97.3 97.4 85.3

LiTS17
(liver)

Baseline 79.1 84.7 93.3 90.1 67.0

GradMask[6] 81.6 87.1 93.7 90.8 71.7

RobustViT[3] 80.2 86.6 93.3 89.8 70.0

RES-G[5] 82.0 87.4 94 90.1 72.3

RES-L[5] 80.3 85.5 92.6 88.1 68.8

LGM-ViT(Ours) 88.8 92.2 97.2 96 82.8

Results

Binary classification evaluation on the ViT-B/16 [4]  model:

Method F1 Score Accuracy AUROC AP
Cohen’s 
Kappa

None (Baseline) 79.1 84.7 93.3 90.1 67

Rollout Attention[1] 86.2 90.3 96.1 94 78.7

GAE[2] 84.3 88.6 95.4 93.2 75.4

Attention-based Map 82.8 87.9 94.3 92.3 73.5

Embedding-based Map 87.5 91.3 96.3 95.2 80.8

EAFEM 88.8 92.2 97.2 96 82.8

Binary classification evaluation for LGM-ViT with different attribution methods 
on the LiTS17 test set:

EAFEM (Embedding-Attention Fused Explanation Map), used as Attribution Map in 
LGM-ViT, combines attention information with feature representation:

Medical Image Analysis 

➢ Small datasets (annotation cost)

➢ Technical variability (different scanners & protocols)

Robust image classification via explanation supervision.

LGM-ViT (Localization-Guided Medical Vision Transformer): 
End-to-end training of ViT-based classification models with 
explanation supervision.

➢ Classification Pipeline: encourages correct predictions, improving 
accuracy.

➢ Explanation Supervision Pipeline encourages correct predictions “for the 
right reasons”, enhancing generalization and robustness.

Small datasets
+

Technical variability 

Overfitting
Poor Generalization

&
Reduced Performance 
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