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Introduction
➢ Recent work has shown that key vision processing occurs in the 

middle-to-late layers of VLMs.

➢ We compare the performance of DeepInsert [1] and masking to 

reveal a difference in early layer processing (See Figure 1)

➢ We show that vision copying occurs in the early layers of VLMs.

Figures & Tables: Discussion
➢ In our subsequent work [3], we theoretically ground when copying 

occurs.

➢ We define four notions of redundancy:

▪ Geometric: Small average cosine distance

▪ Proximal: Small cosine distance with high probability

▪ Functional: Optimal mean square estimators are similar

▪ Informational: Low conditional entropy

➢ We validate our framework using DeepInsert (extended to both late 

entry and early exit) on additional models and datasets.
Conclusion
➢ We see a performance difference between DeepInsert and masking.

➢ We show that early layer act as copying heads for vision tokens
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Early Layers copy vision tokens
➢ The clear performance gap (Tables 1 & 2) between skipping and 

masking shows a functionality difference between the two methods.

➢ Inspired by [2], we define copying heads as being: 

➢ The mathematical formulation of masking and skipping is:

➢ Where VLMn is the VLM model with n layers, Xtext and Xvision are the 

text and vision tokens in the prompt respectively

Figure 4. Accuracy of LLaVA 1.5 13B on random image with 

correct forward pass injected for all layers ≥ n (n = 0, 1, … , 39)

Figure 3. "Logit Lens" outputs for the early layer vision tokens

Figure 2. Average cosine distance between adjacent layers in 

LLaVA 1.5 13B

Figure 5. Implications of redundancy notions. See further details in "Skip-It? Theoretical 

Conditions for Layer Skipping in Vision–Language Models (Posted on Arxiv)

Figure 1. DeepInsert Architecture

Table 2.  Accuracy of DeepInsert vs 

Masking on LLaVA 1.5 13B.

Table 1. Accuracy of DeepInsert vs Masking 

on LLaVA 1.5 7B ​.

Acknowledgements
We thank the Office of Undergraduate Research (OUR) at University of Illinois 

Urbana-Champaign for their research grant


	Slide 1

